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Abstract - A technique which is use for searching duplicate image from large scale database is the active research 

now days. The photo de-duplication exercise will carried out in a large image database. De-duplication is carried out 

in different ways, which is based on biometric features and clusters. Features of the images are extracted using PCA 

Algorithm and then it divides into the cluster for fastest searching of duplicated images then comparison is done 

between input and database images. If images already exist in database, it will find the duplicate images from large 

scale database. Principal component analysis is used for better recognition result. The feature extraction is an 

essential step for image analysis, object representation, visualization, and many other image processing tasks. PCA 

is used for dimension reduction.  

 

Index Terms— Principal component analysis (PCA), Cluster, Datamining 

 

1. INTRODUCTION 

Duplicate images introduce problems of redundancy 

in large image collections. The problem is acute on 

the web, where appropriation of images without 

acknowledgment of source is prevalent. In this paper, 

we present an effective features extraction and 

clustering approach for near duplicate images, using 

PCA techniques from large scale database.  

There are three types of data are stores in Database. 

1.1 Structured Data 

This data format contains high degree of the 

organization. It is usually text file, relational 

databases which has rows and column that can be 

easily processed. It has advantage easy to entered, 

stored, analyzed and processed.  

1.2 Unstructured Data 

Unstructured data has no pre-defines structure or 

cannot be organized in predefined manner. It is not 

easy to understand. We have to process the data and 

understand it. It has majority machine generated data 

like images, photographs, videos, audios etc. 

1.3Semi Structured Data 

It has information which it cannot be stored in 

relational database but it has some organizational 

properties which make it easy to analyze. Semi 

structured data can be stored in relational database 

using some processes. 

 

2. DATA MINING FUNCTIONALITIES 

Data mining functionalities include classification, 

clustering, association analysis, time series analysis, 

and outlier analysis [20]. 

 Classification is the process of finding a set of 

models or functions that describe and 

distinguish data classes or concepts, for the 

purpose of predicting the class of objects 

whose class label is unknown. 

 Clustering analyzes data objects without 

consulting a known class model. 

 Association analysis is the discovery of 

association rules displaying attribute-value 

conditions that frequently occur together in a 

given set of data. 

 Time series analysis comprises methods and 

techniques for analyzing time series data in 

order to extract meaningful statistics and 

other characteristics of the data. 

 Outlier analysis describes and models 

regularities or trends for objects whose 

behavior changes over time. 
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Fig 1. The research structure of clustering. 

 

Clustering. Clustering algorithms [2] divide data into 

meaningful groups (see Figure 3) so that patterns in 

the same group are similar in some sense and patterns 

in dif ferent group are dissimilar in the same sense. 

Searching for clusters involves unsupervised learning 

[2]. In information retrieval, for example, the search 

engine clusters billions of web pages into different 

groups, such as news, reviews, videos, and audios. 

One straightforward example of clustering problem is 

to divide points into different groups [16]. 

 Hierarchical clustering method combines data 

objects into subgroups; those subgroups 

merge into larger and high level groups and 

so forth and form a hierarchy tree. 

Hierarchical clustering methods have two 

classifications, agglomerative (bottom-up) 

and divisive (top-down) approaches. The 

agglomerative clustering starts with one-point 

clusters and recur-sively merges two or more 

of the clusters. T he divi-sive clustering in 

contrast is a top-down strategy; it starts with a 

single cluster containing all data points and 

recursively splits that cluster into appro-priate 

subclusters [3, 4]. CURE (Clustering Using 

Representatives) [5, 6] and SVD (Singular 

Value Decomposition) [7] are typical 

research. 

 Partitioning algorithms discover clusters 

either by iteratively relocating points 

between subsets or by identifying areas 

heavily populated with data. The related 

research includes SNOB [8], MCLUST [9], 

k-medoids, and k-means related research [10, 

11]. Density-based partitioning methods 

attempt to discover low-dimensional data, 

which is dense-connected, known as spatial 

data. The related research includes DBSCAN 

(Density Based Spatial Clustering of 

Applications with Noise) [12, 13]. Grid 

based par-titioning algorithms use 

hierarchical agglomerationas one phase of 

processing and perform space seg-mentation 

and then aggregate appropriate segments; 

researches include BANG [14]. 

 

 In order to handle categorical data, 

researchers change data clustering to 

preclustering of items or categorical attribute 

values; typical research includes ROCK [15]. 
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 Scalable clustering research images 

scalability prob-lems for computing time and 

memory requirements, including DIGNET 

[16] and BIRCH [17]. 

 High dimensionality data clustering methods 

are designed to handle data with hundreds of 

attributes, including DFT [18] and MAFIA 

[19]. 

 

3. PCA ALGORITHM 

An Efficient method for image recognition is 

Principal Component Analysis (PCA). The PCA has 

been extensively employed for image recognition 

algorithms. It is one of the most popular 

representation methods for an image. It not only 

reduces the dimensionality of the image, but also 

retains some of the variations in the image data. The 

system functions by projecting image onto a feature 

space that spans the significant variations among 

known images. The significant features are known as 

―Eigen images‖, because they are the eigenvectors 

(Principal Component) of the set of images. The 

Eigen Object Recognizer class applies PCA on each 

image, the results of which will be an array of Eigen 

values. To perform PCA several steps are 

undertaken: [1] 

Stage 1: Subtract the Mean of the data from each 

variable (our adjusted data) subtraction of the overall 

mean from each of our values as for covariance we 

need at least two dimensions of data. It is in fact the 

subtraction of the mean of each row from each 

element in that row. 

Stage 2: Calculate and form a covariance Matrix 

Stage 3: Calculate Eigenvectors and Eigen values 

from the covariance Matrix Eigen values are a 

product of multiplying matrices however they are as 

special case. Eigen values are found by multiples of 

the covariance matrix by a vector in two dimensional 

space (i.e. a Eigenvector). This makes the covariance 

matrix the equivalent of a transformation matrix. 

Stage 4: Chose a Feature Vector (a fancy name for a 

matrix of vectors) Once Eigenvectors are found from 

the covariance matrix, the next step is to order them 

by Eigen value, highest to lowest. This gives you the 

components in order of significance.  

Stage 5: Multiply the transposed Feature Vectors by 

the transposed adjusted data The final stage in PCA is 

to take the transpose of the feature vector matrix and 

multiply it with the transposed adjusted data set (the 

adjusted data set is from Stage 1 where the mean was 

subtracted from the data). 

 

4. DATABASE 

The FEI image database is a Brazilian image 

database that contains a set of image images taken 

between June 2005 and March 2006 at the Artificial 

Intelligence Laboratory of FEI in São Bernardo do 

Campo, São Paulo, Brazil. There are 14 images for 

each of 200 individuals, a total of 2800 images. All 

images are colorful and taken against a white 

homogenous background in an upright frontal 

position with profile rotation of up to about 180 

degrees. Scale might vary about 10% and the original 

size of each image is 640x480 pixels. All images are 

mainly represented by students and staff at FEI, 

between 19 and 40 years old with distinct 

appearance, hairstyle, and adorns.  The numbers of 

male and female subjects are exactly the same and 

equal to 100. Figure 1 shows some examples of 

image variations from the FEI image database [21]. 

 

5. OBJECTIVES OF PROPOSED ALGORITHM  

 Best features extraction of image using PCA 

 Trying to find the same image within 

the large database. In this approach, the 

system returns the image which has 

nearest distant between the input image 

and database image using Ecudian 

distance measurement method. 

 Clustering of the images based on the features 

for fastest searching of duplicate image.  

 If image is new then store into database. If image 

is already exist in database then store only 

reference of that image so it will save the 

memory. 

 

6. PROPOSED ALGORITHM  

Algorithm 1: Store images into large scale 

database. 

Step 1:  Input colored images. 

Step 2: Convert colored image into grayscale. 

Step 3: Find the mean of the image. 

Step 4: Subtract the mean from each column in the 

grayscale image. 

Step 5: Execute PCA on result of step 4. 

Step 6: Store images into database. 

  

Algorithm 2: search images from large scale 

database. 

Step 1: Input colored images for searching.  

Step 2: Convert colored image into grayscale. 

Step 3: Find the mean of the image. 

Step 4: Subtract the mean from each column in the 

grayscale image. 

Step 5: Execute PCA on result of step 4. 
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Step 6: Create the cluster of images using datamining 

technique that have similar or nearest decimal values. 

Step 7: search the cluster that have similar decimal 

values of input image’s decimal values.  

Step 8: search image values which is nearest to that 

input image’s decimal value in the cluster. 

Step 9: Retrieved image from user database 

which has a minimum distance between 

input image and Database images using 

Euclidean distance measurement method. 

 

 

 

 

7. PCA ON FEI DATABASE 

 

 
Fig. 2.  PCA on FEI Database 

 

 
Fig. 3. Cluster in Weka 

 

8. TESTING PARAMETERS 

 

 Matlab R2012b is used for coding. Matlab is a 

programming language developed by 

MathWorks. Matlab stands for MATrix 

LABoratory. Matlab was originally written for 

the purpose of providing easy access. It started 

out as a matrix programming language. It is the 

high-level language and provides interactive 

environment to the developers. It is used in 

various disciplines including signal and image 

processing, communications, control systems 

etc. It integrates computation, visualization, and 

programming environment. It is also a modern 

programming language environment: it has a 

sophisticated data structure, containing inbuilt 

editing and debugging tools and support object-

oriented programming. So it is an excellent tool 

for research work. Colored images are converted 

into the grayscale images because of better 

image processing. 

 Weka is a collection of machine learning 

algorithms for data mining tasks. The algorithms 

can either be applied directly to a dataset or 

called from your own Java code. Weka contains 

tools for data pre-processing, classification, 

regression, clustering, association rules, and 

visualization. It is also well-suited for 

developing new machine learning schemes. 

Found only on the islands of New Zealand, the 

Weka is a flightless bird with an inquisitive 
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nature. The name is pronounced like this, and the 

bird sounds like this. Weka is open source 

software issued under the GNU General Public 

License. We have put together several free 

online courses that teach machine learning and 

data mining using Weka.  

 

9. CONCLUSION  

     The primary contribution of the paper is to find 

the effective similarity search in high dimensional 

data. By using this PCA and clustering methods, we 

accurately solve the near- duplication problem. PCA 

is used for global featured based approach. This 

approach will find the images which have highest 

features match from large scale database. 
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